
Compare Means (T-Test) 

The COMPARE MEANS procedure compares the means of two variables. 

The t-test (Student's t-test) assesses whether the means of two groups are statistically different from each 

other. There are three types of t-test available: 

 Two-sample assuming equal variances (homoscedastic); 

 Two-sample assuming unequal variances (heteroscedastic), used when variances of the variables 

are extremely different; 

 Paired two-sample t-test, used to compare means on the same or related subject over time or in 

differing circumstances. Does not assume that the variances of both populations are equal. 

 

The independent t-test provides an exact test for the equality of the means of two normal populations with 

unknown, but equal, variances and it is the most uniformly powerful (UMP) test (Sawilowsky, Blair, 1992). 

For moderately large samples, the t-test becomes very similar to the Z-test, and is therefore robust to 

moderate violations of the normality assumption for moderate or large sample sizes. 

The Behrens-Fisher problem may arise in the comparison of two treatments when the variances are unknown 

and possibly not equal. A widely used approximate solution is Welch’s t-test (Welch, 1947), nearly exact test 

for the case where the data are normal but the variances may differ.  

How To 
 Run: STATISTICS->BASIC STATISTICS->COMPARE MEANS (T-TEST)... 

 Select two variables to compare. 

 Enter the HYPOTHESIZED MEANS DIFFERENCE. A value of 0 (zero) indicates that the sample means are 

hypothesized to be equal. 

 Select the t-test type appropriate for your data. 

 Pairwise missing values deletion is for paired t-test, otherwise listwise deletion is used. 

OR 

 To run the t-test for summarized data (i.e. sample is described by mean, standard deviation and 

sample size) – run the STATISTICS->BASIC STATISTICS->COMPARE MEANS (USE SUMMARIZED DATA) 

command and enter the mean, standard deviation and sample size of both variables by keyboard. 

Paired t-test is unavailable for the summarized data. 

 



Results 
DESCRIPTIVE STATISTICS section provides summary statistics for each variable.   

Two-Sample T-Test  Assuming Equal Variances 

Assumptions:  
1. The samples are from two normal populations. 

2. One or both sample sizes are less than 30. 

3. The unknown variances of the two populations are equal. 

POOLED VARIANCE – unbiased estimator of the common variance of several different populations when they 

are assumed to have the same variance of each population.  𝑆𝑝
2 defined as 
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The pooled standard deviation 𝑆𝑝 gives a weighted average of the standard deviations of the two samples. 

The pooled standard deviation is going to be between the two standard deviations, with greater weight 

given to the standard deviation from a larger sample. 

TEST STATISTIC  – statistic of the t-test. Test statistic either exactly follows or closely approximates a t-

distribution under the null hypothesis is given. 
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 Where 𝜇 is the hypothesized means difference, 𝑥̅1 and 𝑥̅2 – sample mean for the first and second 

samples correspondingly. 

DEGREES OF FREEDOM – are defined as 𝐷𝑒𝑔𝑟𝑒𝑒𝑠 𝑂𝑓 𝐹𝑟𝑒𝑒𝑑𝑜𝑚 = 𝑁1 + 𝑁2 − 2. 

P(T<=T) for  TWO-TAILED DISTRIBUTION (TWO-TAILED TEST), ONE-TAILED (LOWER TAILED TEST) DISTRIBUTION  - the 

p-value for a t-test. If the p-value is less than 0.05, the conclusion is that, statistically, the means are 

significantly different. Alternative hypothesis H1 for the two-tailed test is 𝑥̅1 ≠ 𝑥̅2, H1 for the one-tailed 

(lower-tailed) is 𝑥̅1 < 𝑥̅2. 

 

  



Two-Sample T-Test Assuming Unequal Variances 

Assumptions:  
1. The samples from two normal populations are independent. 

2. One or both sample sizes are less than 30. 

3. The unknown variances of the two populations are not equal. 

 

POOLED VARIANCE  
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TEST STATISTIC 
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   𝑟𝑜𝑢𝑛𝑑 𝑢𝑝 𝑡𝑜 𝑖𝑛𝑡𝑒𝑔𝑒𝑟. 

Paired Two-Sample T-Test 
This test is used when the samples are dependent; that is, when there is only one sample that has been 

tested twice (repeated measures) or when there are two samples that have been matched or "paired". 

Assumes that the observed data are from the same subject or from a matched subject and are drawn 

from a population with a normal distribution 

Does not assume that the variances of both populations are equal. 

TEST STATISTIC  

𝑡 =
𝑥̅1 − 𝑥̅2 − 𝜇

𝑆𝑑√𝑁
 

 Where 𝑆𝑑 is the standard deviation for difference 𝑥̅1 − 𝑥̅2. 
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DEGREES OF FREEDOM  𝐷𝑒𝑔𝑟𝑒𝑒𝑠 𝑂𝑓 𝐹𝑟𝑒𝑒𝑑𝑜𝑚 = 𝑁 − 1 
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