
Weighted Least Squares Regression 
 

WEIGHTED LEAST SQUARES REGRESSION (WLS) regression is an extension of the ordinary least squares 

(OLS) regression that weights each observation unequally. The additional scale factor (weight), included in 

the fitting process, improves the fit and allows handling cases with data of varying quality. The weighted 

least squares regression is often used when heteroskedasticity (non-constant error variance) is present in an 

analysis – with the correct weight, inefficient estimates and biased standard errors can be limited. Weighted 

least squares regression is a special case of generalized least squares (GLS) regression when all the non-

diagonal elements of the residuals correlation matrix are equal to zero. Also simply referred as weighted 

regression.  

How To 

 Run: STATISTICS->REGRESSION -> WEIGHTED LEAST SQUARES REGRESSION... 

 Select DEPENDENT (RESPONSE) variable and INDEPENDENT variables (PREDICTORS). 

 Select the WEIGHT VARIABLE with positive values. The weight given to the ith observation 𝑊𝑖 is 

determined as:  

𝑊𝑖 = 𝑊𝑒𝑖𝑔ℎ𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑖
𝐸𝑋𝑃𝑂𝑁𝐸𝑁𝑇  . 

If the weight variable is identically equal to 1, the command is identical to the LINEAR REGRESSION 

command (OLS regression). 

Default value of the EXPONENT is 1. It can be changed using the ADVANCED OPTIONS panel.  

 Use the CONSTANT (INTERCEPT) IS ZERO option to force the regression line to pass through the origin. 

 Optionally, add plots to the report: 

o PLOT RESIDUALS VS. FITTED option adds the residuals versus predicted values plot. 

o PLOT RESIDUALS VS. ORDER option adds the residuals versus order of observation plot. 

  Casewise deletion method is used for missing values removal.  

 

Results 
The first block of the report shows how the weight for the observations is calculated: 

 𝑊 = [𝑊𝑒𝑖𝑔ℎ𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒]𝐸𝑋𝑃𝑂𝑁𝐸𝑁𝑇. 

Please see the LINEAR REGRESSION chapter for more details on regression statistics, analysis of variance table, 

coefficients table and residuals report.  



 

Model 
The regression equation 𝑌 = 𝑐 + 𝑏1𝑥1 + 𝑏2𝑥2 + ⋯ + 𝑏𝑘𝑥𝑘 + 𝑒 has the same form as the OLS regression 

equation (Y is the dependent variable, b's are the regression coefficients, c is the constant or intercept, and 

e is the error term), but instead of minimizing the residual sum of squares 𝑅𝑆𝑆 = ∑ 𝑒𝑖
2𝑛

𝑖=1 , where 𝑒𝑖 are 

residuals, the weighted sum of squares 𝑊𝑆𝑆 = ∑ 𝑊𝑖𝑒𝑖
2𝑛

𝑖=1  is minimized (𝑊𝑖 is the weight given to the ith 

observation).  If W is the diagonal matrix of weights, X is the matrix of predictor variables as columns (an 

extra column of ones is added if the intercept is included in the model), b is the column vector of 

coefficients corresponding to the columns of X, the WLS estimator of b is determined as 

 𝑏 = 𝛽𝑤̂ = (𝑋𝑇𝑊𝑋)−1𝑋𝑇𝑊𝑌. 

The WLS model can be used efficiently for datasets with a small number of observations and varying quality, 

but the assumption of a known weight estimates is often not valid in practice. Also like the other least 

squares methods, the WLS regression has high sensitivity to outliers. 
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